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Abstract

Minimizing graininess, and eliminating micro-uniformity defects such as streaks or bands are key goals when designing digital photo printing media and hardware. A graininess metric that correlates well with visual perception of image noise requires granularity to be measured for the entire range of image densities. Our one-step granularity versus density measurement on a continuous (stepless) density wedge uses a flatbed scanner. Digital filtering separates the spatial micro-density variation from the continuous change of density before noise power spectra as a function of density are calculated. The graininess metric considers the density distribution of granularity, and draws its robustness from the weightings over spatial frequency and density. Streaking or banding as a function of density characterizes printer hardware performance as well as printer-media interaction. The method has been developed into an efficient and powerful tool for characterizing and optimizing thermal print media and hardware.

Introduction

Granularity, the objective measure of image noise in an area of uniform print density is one of the most important image quality parameters when evaluating photographic and digital photo print systems. Its minimization is a key goal when designing digital photo print hardware and media. Spatial fluctuation in micro-density can be caused by variations in both the print media and the printer hardware, and the granularity contributions from each source are cumulative.

The development of the granularity measurement tool was trying to meet the following objectives:

1. A graininess metric that correlates well with the visual perception of image noise.
2. Granularity versus density characterization over the entire range of print densities, similar to established methods of silver halide film evaluation.
3. An efficient measuring tool, based on a single test target and a one-step measuring process.

Graininess is the psychovisual (subjective) response to density variation in areas of uniform print density. In complex images it is a response to the granularity in uniform areas of all densities. There are spectral, spatial, and density components in image noise. Thus graininess is correlated with a weighted average over all wavelengths of the spectral range, all visually relevant spatial frequencies, and all image densities. The appropriate weighting functions are modeled on the human visual system. The functions of photopic spectral luminous efficiency, the human contrast sensitivity $E(f)$, and the graininess sensitivity $GS(D)$ are used for spectral, spatial frequency, and density weighting.

The success of using CCD image scanners in measuring granularity on films suggested the suitability of high-end flatbed scanners for evaluating print quality. Flatbed scanners offer a low-cost, fast, user-friendly alternative to automated microdensitometers.

Appropriate weighting of the RGB scanner channels can approximate the desired visual spectral response. Image noise as a function of spatial frequency is determined by the Wiener spectrum method. The density dependence of granularity is especially important because:

1. Granularity is a function of density, and each digital photo print system has a characteristic granularity versus density behavior.
2. The perception of image noise changes with print density, as expressed by the graininess sensitivity function.

As the continuous density wedge, routinely used for visual print quality assessment, covers the entire printable density range, we tried to utilize it for granularity-density measurements. The result is an efficient one-step flatbed scanner tool that measures granularity-density and graininess from a single scan.

Experimental

Measuring granularity on a continuous wedge requires separating the noise signal perceived as image grain from the gradual change of density along the wedge. Our method combines digital filtering with the Noise Power Spectrum (NPS) method to estimate granularity from short data sequences.
Print, Scan and Pre-Processing

The continuous wedge target has to be printed with a sufficiently high number of gray levels to avoid contouring. The gradient should be kept below 0.5 gray levels per print line. Fiducial lines establish the relationship between the x-coordinate of the density ramp and input data (gray level, exposure energy).

The printed continuous wedges are scanned at 1200dpi, using linear scanner settings at 42bit grayscale resolution. The pre-processing algorithm automatically detects the orientation of the wedge, truncates the image, then flips and/or rotates the image to a position of horizontally increasing density.

Pre-processing concludes with calculating either photopic visual or monochrome cmy densities. The subsequent steps of granularity-density analysis are digital filtering, segmenting, NPS and density estimation, ending with the calculation of visually weighted graininess.

Digital Filtering

Separating the granularity signal from the wedge requires the highest spatial frequency contained in the continuous wedge \( f_{W, \text{max}} \) to be lower than \( f_{N, \text{min}} \), the lowest spatial frequency considered by the NPS algorithm. In other words, the segment for periodogram estimation has to be long enough to still cover the visually relevant spatial frequency range down to 0.1 cycles/mm, but short enough so that within each segment the grain characteristics over density can be considered to be constant. Since the density curve of a printed continuous wedge is approximately S-shaped, it can be modeled as a quarter of a full sine wave. The principal spatial frequency of a wedge of the length \( L \) is

\[
f_W = \frac{1}{4L}. \tag{1}
\]

For a 4” long wedge \( f_w \) is in the order of 0.001 cycles/mm, well below the lowest frequency of NPS estimation.

Segmenting

The periodogram method segments the continuous wedge, with the size of each segment determined by the scanning slit dimensions (width \( \Delta x \) and length \( h \)), and the length \( N \) of the data sequence used for the Fast Fourier Transform (FFT).

Horizontal and vertical segmentations are performed to analyze granularity in both directions, representing slices through the two-dimensional NPS surface.

The segmentation creates sampling matrices where the number of columns and lines depend on the image size, and the size and orientation of the segments. The number of mean density levels is equivalent to the number of columns, and the number of periodograms per density level equivalent to the number of lines. The minimum number of lines and columns is set to ensure good density resolution and acceptable standard error of NPS. For small print formats segments are allowed to overlap.

Noise Power Spectrum

The segmenting is applied to both the unfiltered and the filtered images.

From the unfiltered image, density as a function of column centroid position \( D(x) \) is calculated as average over all line segments.

The density fluctuation \( \Delta D \) for each segment is calculated from the high-passed image. Pixel merging simulates horizontally or vertically oriented slit scans. For the flatbed scanner the minimum slit width is given by the pixel pitch at the optical resolution, e.g. \( \Delta x = 0.021 \text{mm} \) at 1200dpi. Aliasing is not a problem because the effective minimum slit width has been measured at about twice the pixel pitch.

Periodograms are calculated for each segment. The periodogram for a horizontal segment of \( N \) elements at column \( c \) and line \( l \) is

\[
NPS_{c,l}^H(f_k) = \left| \sum_{n=0}^{N-1} \Delta D_n^H e^{-2\pi i n l / N} \right|^2, \tag{2a}
\]

and for a vertical oriented segment it becomes

\[
NPS_{c,l}^V(f_k) = \left| \sum_{n=0}^{N-1} \Delta D_n^V e^{-2\pi i n c / N} \right|^2, \tag{2b}
\]

The NPS for each column \( c \) is calculated as an average of all line periodograms \( N_c(f_k) \)

\[
NPS_c^H(f_k) = \frac{a}{LN} \sum_{l=0}^{L-1} N_{c,l}^H(f_k) \tag{3a}
\]

and

\[
NPS_c^V(f_k) = \frac{a}{LN} \sum_{l=0}^{L-1} N_{c,l}^V(f_k), \tag{3b}
\]

where \( L \) is the number of segments per column.

The centers \( x \) of each matrix column segment correspond with exposure or energy \( E(x) \). The knowledge of \( E(x) \) allows the column densities \( D_c \) and \( NPS(f, D) \) to be plotted versus energy.
Granularity and Graininess Analysis

Further steps are the integration of $NPS(f, D)$ firstly in relation to spatial frequency to calculate granularity for each density, and then in relation to density to calculate graininess from the granularity-density curve.

Granularity represents a weighted average over the spatial frequency component, using a Gaussian low pass filter formed from the spatial frequency response of the human visual system $E(f)$ for viewing reflection prints at a “normal viewing distance” of 40cm:

$$\sigma^2(D) = \frac{\int |E(f)|^2 NPS(f, D) df}{A \int |E(f)|^2 df}$$

(4)

The eye weighting function can be considered to be equivalent to a Gaussian weighted aperture $A$ with a width of 560µm, projected onto the image. A granularity coefficient $g(D)$ was introduced to achieve manageable granularity numbers. The relationship between $g(D)$, the standard deviation $\sigma(D)$ of density measured with an aperture area $A$, and the scale value of the NPS at a spatial frequency of 1cycles/mm are approximately

$$g(D) = 10^3 \cdot \sigma(D) \sqrt{A} \approx 10^{\frac{1}{2}} \frac{N(1\text{ cycle/mm}, D)}{A}.$$  

(5)

The psychometric metrics for image quality are based on grain simulations whereby grain is propagated through a film-like tone reproduction, and parameterized by the mid-tone (0.75OD) gray granularity. For imaging systems with differing density dependent granularity, the film like mid-tone (0.75OD) gray granularity must be corrected for the density dependence as weighted by the graininess sensitivity

$$\sigma^2 = \sigma^2(0.75) \cdot f \left[ GS(D) \cdot \sigma^2(D) \right]$$

$$\int GS_n(D) \sigma^2_n(D) dD = \int GS_n(D) \sigma^2_n(D) \left|_{0.75} \right| dD$$

(9)

where $(\cdot)$ denotes normalization of the function to its value at 0.75OD. The result of the correction is visually weighted graininess

$$G = 10^{\frac{\sigma^2(D)}{C}}.$$  

(10)

Figure 2 shows how the density distribution of print 2 in Fig. 2 differs from the film-like characteristics, with the low-density peak of granularity receiving a higher weight.
than the high-density peak of print 1. At 4.3 the graininess of the thermal print 2 is considerably higher than that of the photographic print 1, where the difference between g(0.75OD) = 3.5 and G(print 1) = 3.4 is small.

![Figure 3. Distributions of GS(D)σ² for the two granularity versus density distributions from Fig. 2.](image)

Asymmetry between orthogonal granularity components indicate the presence of 1-dimensional noise that is visible as streaking or banding, the amount of which can be calculated in units of granularity as the difference between the orthogonal (e.g. horizontal and vertical) granularity components $g_h$ and $g_v$,

$$g_{1-d}(D) = \sqrt{g_h^2(D) - g_v^2(D)}$$

(11)

The analysis continues by using look-up tables to match the coordinates of the continuous wedge with exposure energy data, delivering density, slope of the density-energy curve, and granularity as functions of energy.

**Results**

The continuous wedge method is a highly efficient one-step measuring process. The graininess metric correlates well with visual perception of grain. The weighting over color, spatial frequency, and density makes the graininess metric highly robust against instrument variation and outliers caused by localized print defects.

The scanner tool has become pivotal in the design and optimization of thermal print media and hardware. Routine applications include screening media (donor, receiver), selecting hardware components (e.g. printheads), studying media-hardware interaction, and optimizing printing conditions (e.g. halftone screen, print speed, voltage).

Studying curves of granularity versus density is an established method for optimizing the noise performance of color negative films. The following examples demonstrate the granularity versus density characteristic as a powerful tool to characterize and optimize the noise performance of thermal photo printing systems.

**Hardware-Induced Noise**

When granularity-density measurements are carried out in the directions of the main hardware components, printhead and media transport system, the presence of one-dimensional noise is detected as difference in the granularity components.

In an earlier paper line placement errors in a halftone thermal tandem color printer, introduced by a stepper motor drive, were studied. Periodic variation in the relative velocity between the thermal print-head and the print media caused variations in both the distance between print lines and exposure (energy per area) that became highly visible as 'banding'.

![Figure 4. One-dimensional noise as a function of print energy: Before, after banding correction, and compared to the slope of the density curve.](image)

In granularity versus density measurements banding increased granularity in the media transport direction relative to the granularity in the printhead direction. Fig.4 shows banding as the amount of 1-dimensional noise (eq. 11), plotted as a function of energy. Improving the uniformity of the stepper motor drive significantly reduced banding, especially in the low- and midtone densities. Comparing banding versus the slope $dD/dE$ of the density curve revealed a correlation between banding and slope. In a thermal print system the slope of the density curve amplifies the effect of line placement error.

**Halftone Screens and Granularity**

Two halftone screen patterns were studied on a photographic quality direct thermal print material. Figure 5 shows on the left a $45^\circ$ pattern where each printhead element prints a dot only every other print line in alternating fashion, and on the right a rectangular pattern where each printhead element prints one dot per print line.
Figure 5. Dot pattern on direct thermal media: $45^\circ$ (left) versus rectangular (right).

The $45^\circ$ screen has half the number of dots per area, but the dots grow to twice the size at maximum density. Intuitively, smaller dots should be advantageous for better image quality, but the print with the finer screen looks more grainy, $G(\text{rect}) = 4.9$ is measured, compared to $G(45^\circ) = 3.2$. The granularity versus density curves in Fig. 6(a) show that the granularity is higher in the regions of the low- and mid-density.

Figure 6(b) shows the slope $dD/dE$ of the density curve and granularity $g$, both plotted over print energy. When comparing the slope over energy curves it becomes apparent that with the finer screen more energy is needed to print the minimum density, but less energy to reach maximum density.

The strong correlation between granularity and slope observed in Fig. 6(c) is a recurring feature of halftone thermal print systems. The correlation coefficient can be described as a ‘grain amplification factor’ and is a characteristic for any given hardware-media combination.

The experiment shows the tradeoff between halftone screen resolution and granularity noise. With a finer screen, each density is composed of a larger number of smaller dots. The main contributor to granularity is the relative variation of dot size $dr/r$. Since the absolute dot size variation $dr$ for any given dot size $r$ results from media variations, and not on the choice of screens, a transition to the rectangular screen with its smaller dots will increase granularity.

An important question when modeling thermal print systems is the minimum energy necessary to produce the smallest reliable dot size. Dots should be reliably produced from an threshold energy $E_{\text{min}}$, where the total density $D(E_{\text{min}})$ is higher than the density variation $\sigma_{D}(E_{\text{min}})$, or the relative granularity is below a threshold $\Gamma$

$$\frac{\sigma_{D}(E_{\text{min}})}{D(E_{\text{min}})} < \Gamma . \quad (12)$$

The lower the density variation for a given energy the higher the likelihood that stable dots are formed.

Figure 6. Thermal media printed with the two different screens: (a) Granularity versus density, (b) Granularity and slope versus energy, (c) correlation of slope and granularity.
For a relative granularity threshold of $\Gamma = 0.5\%$, the rectangular dot pattern requires minimum reliable dot energy a 1.28 times higher than the 45° pattern (fig. 7).

In summary, a tradeoff between graininess and dot visibility is observed. Printing with a finer halftone screen, although desirable to reduce dot visibility, resulted in higher granularity, especially at low- and midtone densities. The halftone pattern with larger dots was more robust to variations due to media and hardware.

**Conclusion**

A scanner-based method is described that measures the entire granularity versus density characteristic for digital photo print systems using a single continuous density wedge. The granularity – graininess metric incorporates the contrast sensitivity and graininess sensitivity functions. The analysis of granularity and density as functions of energy reveals close correlation between the slope of the density curve and granularity. Asymmetry between granularity components indicates the presence of oriented noise, introduced by non-uniform hardware performance. The energy required to print a minimum stable dot size is derived. This efficient and robust method has become an indispensable tool when optimizing thermal print media and hardware.
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