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Abstract

The current paper provides methods to correct the artifact known as “red eye” by means of digital color image processing. This artifact is typically formed in amateur photographs taken with a built-in camera flash.

To correct red eye artifacts, an image mask is computed by calculating a colorimetric distance between a prototypical reference “red eye” color and each pixel of the image containing the red eye. Various image processing algorithms such as thresholding, blob analysis, and morphological filtering, are applied to the mask, in order to eliminate noise, reduce errors, and facilitate a more natural looking result. The mask serves to identify pixels in the color image needing correction, and further serves to identify the amount of correction needed. Pixels identified as having red-eye artifacts are modified to a substantially monochrome color, while the bright specular reflection of the eye is preserved.

Introduction

The effect of “red eyes” is a well-known problem in photography. Otherwise good flash photographs are often completely unacceptable because of that glowing red color that often appears in the eyes of people photographed with flash bulbs. Red eyes are caused by light entering the subject’s eye through the pupil and reflecting from the retina. The light is usually coming from the flash used when taking the photograph. The reflection is red roughly because the blood in the retina absorbs all colors of the visible spectrum except red, see Figure 1.

Several attempts have been made to reduce this problem at the time the photograph is taken. Two main techniques are used: increasing the distance between the flash and the camera objective, and using one or several “pre-flashes” to reduce the size of the subject’s pupils. Despite these efforts, “red eyes” are still, and will likely continue to be, a huge problem in amateur photography.

With the advent of digital imaging technology, new possibilities arise for solving this problem. By applying an innovative combination of color image processing algorithms, we wish to touch-up such photographs by replacing the unwanted red colors by dark neutral hues, in a manner that is simple to the user, and that results in an image that looks natural.

General Methodology

In this section we first discuss what a “red eye” looks like, and how we would want it to look. Then we examine the question of how the user should interact with the software in order to touch up images, and finally we discuss some considerations related to color space.

Characteristic Features

The actual shape and color of a red eye vary a lot from image to image. The pupil may appear in different shades of red, depending on factors such as flash power, exposure time, camera sensitivities, and if conventional analog photography is used, film and paper type, photographic development process, and finally the digital scanning process including any digital color correction.

The shape of the red pupil is usually almost circular, but also here many variations are found, depending on factors such as image resolution, eye and eyebrow position, focus, and imaging geometry.
Another important characteristic feature is the bright specular highlight, the so-called “catch light” which occur as the flashlight is reflected at the surface of the eye.

See Figure 2 for a few examples of details of photographs with red eye artifacts.

**Desired Appearance**

In order to develop efficient algorithms to correct the red eye artifact, it is important to specify the desired appearance of the corrected image. We mention here some key features.

The corrected pupil should be essentially black. A common misconception is that the target color depends on the eye (iris) color of the person, this is obviously not the case.

If there is a specular highlight in the eye, a catch light, it is very important not to remove or significantly alter it. Catch lights represent an essential part of a good portrait, because they give the eyes a life-like quality and project the subject’s expression and personality.

A general goal is that the corrected image should look completely natural, one particular challenge to achieving this is to avoid visible boundaries between the corrected and non-corrected areas of the image.

Another important design goal is that elements of the image which is not a red eye artifact should not be affected. It is not acceptable to remove a bathing suit’s red polka dots...

**User Interface Model**

We have identified four different possible user interface models:

1. Manual selection of the red pupil area, typically using tools such as “magic wand”, “lasso”, or “ellipse.” This model is used e.g. in CorelScan and Microfrontier;s Digital Darkroom

2. Sweeping / brushing red areas. to neutralize red hues. This model is used in Photodex’s CompuPic

3. Selecting a Region of Interest (ROI) rectangle around the red eye(s). This approach is used e.g. by Adobe PhotoDeluxe.

4. Completely automatic. If there are red eyes in the photo, they will be automatically corrected. We have not found any existing software using this model.

Although the fourth model would be extremely desirable from a user standpoint (if it’s guaranteed never to fail), we have chosen model #3. The ROI model represents a reasonable tradeoff between algorithm complexity and user interaction. Figure 3 shows our implementation of a user interface using this model.

**Color Space Considerations**

As we describe in the following sections, important parts of the proposed image processing algorithm is performed using the CIELAB color space, in particular because of its convenient ability to quantify color in terms of its perceptual attributes – lightness, chroma, and hue. For the understanding of this paper, basic familiarity with the CIELAB color space should be sufficient, in particular that a color is quantified by three values, the lightness \(L^*\) and the chromaticity coordinates \(a^*\) and \(b^*\). More information about this color space can be found in any good book on color imaging and color management.

However, it is not common that the colors of an image are quantified using this device-independent color space. More typically the colors are quantified in an uncalibrated device-dependent RGB color space, and an exact formula for the colorspace conversion to CIELAB does not exist. Our approach to this problem is to assume that the images are quantified in a standardized RGB space, namely the sRGB color space, and use the known formulae to convert between sRGB and CIELAB. More and more imaging devices use the sRGB color space for unambiguous communication of color.

Figure 1. The “Red Eye” effect is caused by incident light, typically from a flash, being reflected from the retina back to the camera.

Figure 2. The color, size, and shape of red eyes are very image-dependent.

Figure 3. The color, size, and shape of red eyes are very image-dependent.
Figure 3. Example of the Red Eye Removal user interface used in our Photo Center software application. First, the Red Eye Removal function is chosen from the TouchUp menu, then the ROI is selected. A new window pops up showing a preview of the correction, and allowing for some parameter modification, in order to achieve the desired results.

**Color Image Processing**

At this point we suppose that the user has selected a Region of Interest (ROI), that is, a rectangle that contains the red eye to be corrected. Our problem is then to get from this image down to the actual pixels that should be modified, and to decide how these pixels should be modified. Because of the variations of color, size, and shape of the red eye artifact, this is not a trivial task.

The main idea of our approach is to use a fuzzy mask. The mask serves to identify precisely the pixels in the ROI needing correction, and further to identify the amount of correction needed in these pixels.

Our proposed color image processing algorithm method can be broken down into four steps. First, an initial mask is computed over the ROI. Then, this mask is binarized by a thresholding operation. In the third step, the mask is adjusted to fit more closely the actual location of the red eye, by a combination of several image processing techniques. The last step is to apply the actual correction to the areas of the ROI where the mask value is nonzero.

These four stages are described in more detail in the following subsections.

**Initial Mask Computation**

The first step of our algorithm is to compute a 8-bit “redness mask” over the ROI, as illustrated by Figure 4.

For each pixel of the ROI a color difference between the actual pixel color \(i(i,j)\) and a predefined “typical red eye color” \(i_{\text{TypicalRedEye}}\) is calculated. This distance is then normalized such that the mask value \(m(i,j)\) is white where the color is most likely to be a red eye, black where this is least likely, and different shades of gray in between. This computation can be expressed as follows:

\[
x(i,j)=d((i(i,j), i_{\text{TypicalRedEye}})
\]

\[
m(i,j) = \text{round} \left( \frac{255 \times (\max(x(i,j)) - m(i,j))}{\max(x(i,j)) - \min(x(i,j))} \right)
\]

where \(d()\) is a function quantifying the color difference between two pixels. We have evaluated several possibilities for this color difference calculation, including simple Euclidean distance in RGB color space, and CIE \(\Delta E_{ab}\). The formula that turned out to give the best results was the chromaticity difference in CIELAB space, that is,

\[
d(i, i') = [(a(i') - a(i))^2 + (b(i') - b(i))^2]^{1/2}
\]

As shown above, the difference in luminance \(L'\) of the pixel in question and that of the reference color are not factored into the color difference equation. Factoring out the luminance appears to have some advantage over calculating the three-dimensional Euclidean distance between the reference color and the color image points, because the luminance of a red-eye artifact typically varies depending on the proximity and intensity of the flash.

Figure 4. Initial mask computation. The light gray areas identify colors that are likely to be red-eye colors.

**Mask Binarization**

In the second step, the mask is binarized by a thresholding operation, as shown in Figure 5. This segments the mask in background (black) and object (white), the goal being that the object is the red eye.
The important question in this step is how to determine the threshold level. Several automatic thresholding methods have been evaluated, such as the Mean value, Histogram peaks, Iterative selection, Pun, and Fuzzy methods, described by Parker. These methods were not found to yield satisfactory results. Therefore we chose to simply use static thresholding, with a threshold level empirically set to 175.

Mask Adjustment and Fuzzification

Typically, at this point, the mask does not correctly identify the location of the red eye. The third step of our algorithm is therefore a very important one, in which the binary mask is adjusted to fit more closely the actual location of the red eye (Figure 6). A combination of several image processing techniques are used.

The morphological operations opening and closing are used to remove unwanted “noise” pixels, and to fill “holes,” respectively.

A “blob analysis” technique is used to group the pixels of the mask into objects, and the object most likely to be a red eye artifact is selected, based on features such as size and shape.

Some degree of circularity may be imposed on the mask, for example by replacing the object by a circular disc.

Finally the mask is smoothed, or “fuzzified,” to achieve a “softer” correction that appears to be more natural. In this operation the mask is converted into an 8-bit representation.

Image Correction

The last step of our algorithm is to apply the actual correction to the areas of the ROI where the mask value is nonzero, as illustrated by Figure 7.

The first step of this correction is to identify the target color for the corrected red eye using the CIELAB color space as follows. The color components $a^*$ and $b^*$ determining the hue and saturation are set to zero, that is, shades of gray. The lightness component $L^*$ is then determined by “stretching” out the lightness of the original image such that its minimum value becomes black (or almost black) and its maximum value remains constant. This calculation can be represented by Eq. (4).

$$
L^* \leftarrow \frac{\max L^*}{\max L^* - \min L^*} (L^* - \min L^*) \\
a^* \leftarrow 0 \\
b^* \leftarrow 0
$$

Finally, the new color for each pixel is determined as a combination of the original color and the target color, by weighting with the fuzzy mask values. Denoting the target CIELAB values of Eq. (4) as $t(i,j)$, the correction is represented by the following equation:

$$
i(i,j) \leftarrow t(i,j)m(i,j) + (1-m(i,j))i(i,j)
$$

Note that the calculation of Eq. (5) is carried out in CIELAB space, therefore, to complete the correction, the pixels need to be converted back to an RGB representation.

Experimental Results and Discussion

We have applied the proposed algorithm to a series of images containing red eyes, some of which are shown in Color Plate 1. In order to benchmark the performance, we also applied the red eye removal function of Adobe PhotoDeluxe 1.0 Business Edition to the same images.

Our proposed algorithm was found to give visually good results. It is judged to be very competitive in terms of the resulting image quality. Examining the results of Color Plate 1 more closely, we make the following observations.
Color Plate 1: Experimental results of the proposed Red Eye Removal algorithm, compared to those obtained using Adobe PhotoDeluxe.
• In several cases, PhotoDeluxe identifies two red eyes, even if there is only one.
• Our method gives less edge artifacts around the corrected area.
• Both algorithms fail on some images.

To further optimize the results, some fine-tuning of the different parameters of the algorithm could be done.

Conclusions and Perspectives

A solution to the problem of removing "red eyes" from digital photographs was proposed. An innovative combination of image processing algorithms permits a robust determination of which pixels need to be modified, and how to modify them. The idea of using the CIELAB color space to specify the corrections enables to ensure that the specular reflection of the flash, which is often a very important feature of the image, remains at the same level of intensity in the corrected image, while the unwanted reddish hues are removed.

To go one step further in automating this process, it would be possible to combine the presented method with known techniques of automatic face detection in digital images, such as for example those proposed in the references 11-13. This combination would result in a completely automatic removal of red eyes, and could be of great potential, especially in the quickly growing market of amateur digital photography.
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