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Abstract

In many applications, it is desirable to reduce the number of color and texture features to a sufficient minimum. Computational complexity and storage cost are some of the obvious reasons for this requirement. A related reason is that although two features may carry good discriminatory information when treated separately, there is little gain if they are combined together in a feature vector, because of a possible high mutual correlation between them. Thus, complexity increases without much gain. The major task of this paper is to address the problem of selecting the most important features for a given textured color image so as to maintain the optimal number of color and texture characteristics.

The basic approach explored in this paper is based on the discrete Karhunen-Loève Transform (KLT). The reason behind the selection of KLT-based texture and color features is that an appropriately chosen transform can exploit and remove information redundancies, which usually exist in a wide range of color and texture scenes obtained by measuring devices. If the transform chosen is subjected to appropriate constraints, maximum information can be preserved in the output with reduced dimension, and without nuances that do not exist in the original input samples. This is crucial if any subsequent feature-analyzing function is to be able to produce meaningful results. Another reason is that KLT seems closely related to early visual pathway of primates.

1. Introduction

1.1. Karhunen-Loève Transform

Karhunen-Loève Transform\(^1\) is, in a sense, a linear filter whose response is optimized with respect to some performance measure in measurement space. Consider a set of physical measurements \(\{\xi_i\}\), where \(\xi_i\) is an instance of measurement vector. Quantities, which do not depend on the choice of origin in measurement space, remain invariant under translation. For convenience, we choose the reference such that \((\xi) = 0\), where \(\langle \ldots \rangle\) denotes the ensemble average over the set \(\{\xi_i\}\). The variance of data set \(\{\xi_i\}\) along a unit vector \(x\) is given by

\[
\sigma_x^2 = \langle (\xi^T x)^2 \rangle
\]

Equation (1) can be written as

\[
\sigma_x^2 = x^T C x
\]

where \(C = \langle \xi \xi^T \rangle\). \(C\) is a symmetric and positive semidefinite matrix\(^1\). All eigenvalues of \(C\) are real and non-negative, and its eigenvectors can be taken as orthogonal. Let \(\{e^a\}\) be the orthonormal basis formed by the eigenvectors of \(C\) such that \(e^a\) corresponds to eigenvalue \(\lambda^a\). Suppose we take the eigenvalues to be in decreasing order

\[
\lambda^1 \geq \lambda^2 \geq \ldots \geq \lambda^N
\]

where \(N\) denotes dimension of the raw data set. The variance \(\sigma_x^2\) can be decomposed along the eigenvectors

\[
\sigma_x^2 = \sum_a \lambda^a x_a^2
\]

where \(x_a\) is the component of \(x\) along \(e^a\). By the chosen order in equation (3), we have

\[
\sigma_x^2 = \sum_{a \geq 1} \lambda^a x_a^2 \leq \lambda^1 \sum_a x_a^2 = \lambda^1
\]

for all unit vectors \(x\). The unconstrained maximum of \(\sigma_x^2\) on the \(N\)-dimensional unit sphere is equal to the maximum eigenvalue \((\lambda^1)\) and occurs when we choose \(x_1 = \pm 1\) and 0 for all other components (i.e., \(x = e^1\)). If we constrain \(x\) to lie in the subspace perpendicular to \(e^1\), then \(x_1 = 0\) and

\[
\sigma_x^2 = \sum_{a > 1} \lambda^a x_a^2 \leq \lambda^2 \sum_{a > 1} x_a^2 = \lambda^2
\]

\(^1\)Note that this technique has been given different names: empirical orthogonal functions, principal component analysis, singular value decomposition, least squares methods, factor analysis, and matched filtering.

\(^1\)Proof: For any vector \(x\), \(x^T C x = x^T \langle \xi \xi^T \rangle x = \langle x^T \xi \xi^T x \rangle = \langle (\xi^T x)^2 \rangle \geq 0\).
The maximum of $\sigma^2_k$ is $\lambda^2$ and occurs when $x_2 = \pm 1$ and 0 for all other components (i.e., $x = e^2$). By following this induction process, we obtain a decomposition of the data space using linear filters that form an orthogonal basis set and that account for as much as possible the variance of the data set.

1.2. Early Visual Pathway and Karhunen-Loève Transform

Primate visual information processing occurs in multiple stages of increasing abstraction starting from low-level signal processing to various high-level cognitive behaviors. In this section, we present a simple description on the early stage of primate visual pathway and explain its close connection to KLT.

Visual image processing begins in a region called retina located at the back of the eye. The retina has an orderly layered anatomical arrangement with the foremost layer lined with photoreceptors sensitive to light. The human retina contains two types of photoreceptors - rods and cones. Unlike most neurons, rods and cones do not fire action potentials [3]. Instead, their responses are the graded changes in membrane potentials. Color vision is mediated by three types of cones each differentiated by a visual pigment that is more sensitive to a different part of the visible spectrum. It has been found experimentally that individual cones contain only one type of the three pigments. One pigment type is primarily sensitive to long wavelengths in the visible spectrum and makes a strong contribution to the perception of red. Another is selective for middle wavelengths and makes a strong contribution to the perception of green. The third is responsive to short wavelengths and makes a strong contribution to the perception of blue.

The middle layer contains interneurons which relay the photoreceptor outputs to the output neurons in the third layer. The output neurons converge upon the optic nerve which enters the brain for higher order processing stages. The neurons in the middle and third layer are composed of cells with a center-surround receptive field which forms an antagonistic pair. This antagonistic arrangement gives the cell the performance of responding strongly to contrasting signals (i.e., zero-crossings).

In color vision, the antagonistic center-surround receptive field is responsible for the color-opponent neural channels: red-green, yellow-blue, and white-black. Similar channels are observed when we apply KLT to a few images from the VisTex Database [4], as indicated by the signs of the eigenvector components in Fig. 1-4. In Fig. 1-4, the original images from VisTex are shown in the top-left position, while the KLT-based orthogonal channels are shown in the top-right, bottom-left, and bottom-right positions in order of decreasing eigenvalues. The KLT-based channels in Fig. 1-4 have been normalized to 8-bit grayscale in order to display the spatial variation in each channel clearly, as suggested by [8]. Fig. 5-8 show how the KLT-based channels in Fig. 1-4 would have been like in the original RGB channels. The eigenvectors and eigenvalues of the KLT-based channels in Fig. 1-4 are computed as follows:

(a) Fig. 1: [ 0.5090 0.5308 0.6776 ] (3328.2), [ -0.7666 -0.0784 0.6373 ] (399.6), [ 0.3914 -0.8438 0.3671 ] (15.7); (b) Fig. 2: [ 0.6196 0.5594 0.5506 ] (6401.5), [ -0.6878 0.0489 0.7243 ] (55.5), [ 0.3783 -0.8274 0.4151 ] (4.6); (c) Fig. 3: [ 0.7418 0.5835 0.3306 ] (4670.1), [ -0.4670 0.0956 0.8791 ] (98.0), [ 0.4814 -0.8065 0.3434 ] (46.6); (d) Fig. 4: [ 0.7753 0.5319 0.3405 ] (773.9), [ -0.5596 0.3287 0.7608 ] (76.5), [ 0.2928 -0.7804 0.5525 ] (7.1).

The eigenvectors corresponding to the largest eigenvalues have responses with the same sign. Their convolutions with the original images produce grayscale images which preserve most of the original information, as can readily be seen from Fig. 1-4. The rest of the eigenvectors exhibit some sort of antagonistic pair(s) (at least one) so that the early primate visual pathway may very well perform some transformation that resembles KLT.

Linsker [5] proposed a self-organization model in the primate visual pathway using a version of Hebbian learning in a layered network. Mathematically, he showed the connection between Hebbian learning in a layered architecture, KLT, and the maximum Shannon information. A summary of his work can be found in [6].

2. Spatial Texture Features

As discussed in the previous section, primate visual perception is a complex process that involves multiple stages. We have presented a simple biological description of early visual pathway and showed its close connection to KLT. The output from the retina will undergo further processing stages in specialized regions of the brain to compute more sophisticated features. The most ubiquitous of these are perhaps spatial and temporal textures. The ability to recognize these features underlies many important cognitive behaviors such as object recognition and motion detection. How do these abilities arise from the simple quasi-linear response of the retina and the subsequent non-linear transformations in the rest of the visual pathway? This is an area which the authors are still investigating and results will be reported in the future.

For our present purpose, we employ Haralick’s method of co-occurrence [1] which bears certain psychophysical significance. In the co-occurrence method, the relative fre-
quencies of gray-level pairs of pixels at certain relative displacements are computed and stored in a matrix of co-occurrence $P$. For $N_g$ gray-levels in the image, the co-occurrence matrix will be of size $N_g \times N_g$. If $N_g$ is large compared to the image size, the number of pixel pairs contributing to each element $p_{ij}$ in $P$ will be statistically insignificant as well as computationally expensive. On the other hand, if $N_g$ is small compared to image size, most of the texture information will be averaged out. Ohanian and Dubes [2] reported that $N_g = 8$ was an appropriate choice for images of size $32 \times 32$. As suggested by other researches [7], the combination of the nearest neighbor pairs at orientations $0, \frac{\pi}{8}, \frac{\pi}{4}$ and $\frac{\pi}{2}$ are used in computing the texture features. Haralick [1] suggested 14 texture features based on the co-occurrence matrix. The four most widely used features are angular second moment (asm), contrast (con), correlation (cor), and entropy (ent) as given by the following definitions

\begin{align*}
\text{asm} &= \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} p_{ij}^2 \\
\text{con} &= \sum_{n=0}^{N_g-1} n^2 \sum_{|i-j|=n} p_{ij} \\
\text{cor} &= \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} \frac{i j p_{ij} - i \bar{p}_i j \bar{p}_j}{\sigma_x \sigma_y} \\
\text{ent} &= \sum_{i=0}^{N_g-1} \sum_{j=0}^{N_g-1} p_{ij} log p_{ij}
\end{align*}

where $\sigma_x$, $\sigma_y$ are the standard deviations corresponding to the distributions

\begin{align*}
p_{i}^{(x)} &= \sum_{j=0}^{N_g-1} p_{ij} \\
p_{j}^{(y)} &= \sum_{i=0}^{N_g-1} p_{ij}
\end{align*}

3. Numerical Results

We label the four original images as shown in Fig. 1-4 as 001-004 respectively. The subscript $g$ corresponds to the same image contaminated by 64% Gaussian white noise. Tables 1 through 5 summarize the numerical values of the mean, asm, con, cor, and ent features based on the normalized KLT-based channels of the largest eigenvalues of Fig. 1-4, respectively.

4. Discussion

In this paper, we have presented a KLT-based optimal color feature generation method using Haralick’s co-occurrence method. In our simulation of four images, it appears that there is a close connection between the early stages of the primate visual pathway and the KLT method. A 3-layered computational model seems to be an appropriate approximation to the primate visual pathway. Development of this model remains one of the primary focuses of our future research work. Use of the extracted color features for texture and shape recognition requires further investigation.
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Figure 1. Image GroundWaterCity.0002.ppm from VisTex.

Figure 2. Image Bark.0009.ppm from VisTex.

Figure 3. Image Fabric.0003.ppm from VisTex.

Figure 4. Image Brick.0001.ppm from VisTex.

Figure 5. KLT-based channels of Fig. 1 in RGB-space

Figure 6. KLT-based channels of Fig. 2 in RGB-space

Figure 7. KLT-based channels of Fig. 3 in RGB-space

Figure 8. KLT-based channels of Fig. 4 in RGB-space