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Abstract

Frequency modulated halftoning techniques using precomputed threshold matrices have a clear advantage in their speed of operation. Iterative techniques generally show more visually pleasing results but have very slow operation. This paper describes a technique that bridges the gap between the two techniques. It is based on a precomputed set of optimized halftoning maps with a semi-continuous transition in between. This results in a smooth halftoning of slowly varying tones without the graininess that threshold matrices usually exhibit. The technique is slightly more demanding in terms of required memory space but it compares favourably to simple threshold techniques in terms of speed.

Introduction

In recent years several techniques have been developed for frequency modulated halftoning. Unfortunately, the methods giving the best results are also very time demanding. Examples of such methods are the Direct Binary Search (DBS) algorithm\(^2\) and the Hybrid Halftoning method.\(^2\) The aim in both these methods is to minimize the perceived difference between the binary image and the original continuous-tone image. This is done in an iterative manner forcing the error metric towards a local minimum. However, in applications where the time spent on the halftoning process has to be minimized one is still forced to use techniques based on threshold matrices. Although some very competent methods have been presented in this area,\(^3,4\) they fundamentally suffer from one significant drawback which is discussed below.

When halftoning homogenous tints, i.e. areas in the original image with constant tone value, we require that the relationship between the area of the plate and the number of halftoning dots corresponds to the tone value of the image. Further, we require that the halftoning dots are maximally spread over this area. Using a threshold matrix-based method, the second requirement can not be fulfilled for all possible tone values in the image. For instance, assume that a halftoning dot has been produced after the comparison between the image value and the threshold matrix at a certain position. For all image values greater than, or equal to this value, the algorithm will always produce a halftoning dot at this position. This means that we restrict tint plates of higher values to hold dots at certain positions. Thus, tints produced by a threshold matrix-technique will never exhibit patterns with the dots maximally dispersed.

In our method we abandon this constraint and produce a halftoning map for every possible value in the image. In each map the dots are maximally dispersed, thus producing tints with less graininess than threshold matrices-techniques. For instance, if we were to halftone images containing 256 tint values, we would precompute 256 halftoning maps consisting of ones and zeros only, and store these in a halftoning volume. When halftoning the image we use the image value as an index into the volume and simply copy the value of the map at the corresponding position into the resulting image. Thus, no comparison has to be done. However, if the precomputed maps are optimized one by one, not considering the other maps in the volume, we would get considerable discontinuity effects when halftoning slowly varying shades. Therefore the halftone maps has to be correlated in some way. The correlation can be done in several ways of which we will present two in this paper.

Several techniques to design tints with maximally dispersed dots have been proposed in the literature. Our method for optimizing the individual maps is strongly akin to the void-and-cluster method.\(^5\) In this iterative method the tint is low-pass filtered and the maximum and minimum value of the result are localized. The positions where these are found corresponds to a halftoning dot and a ‘hole’. To improve the quality of the tint, i.e. get more dispersed dots, the dot and the hole simply switch places. Another way to get optimized tints is to design the tints in the Fourier domain. The advantage with this technique is the instant control over the frequencies in the tint. It is for instance possible to omit the low frequencies which gives unpleasant grainy effects.

Computing the Halftoning Maps

The fundamental idea is to let every possible value in the original image be represented by an unique halftoning map and to store these maps together in a halftoning volume. Every map in the volume is accessible at any time through an index which is given by the tint value the map corresponds to. The size of the maps may be arbitrary, but should be the same for all maps in one
volume. Each map will consist only of ones and zeros, where the ones corresponds to producing a halftoning dot in the resulting image. So for instance, assuming that a gray-scale image should be halftoned, the halftoning map for a totally white tint will consist only of zeros and a map representing a 33% black tint would consist of twice as many zeros as ones. Two criteria must be considered when constructing these maps:

- **C1** The dots should be maximally dispersed to avoid graininess.
- **C2** Maps close to each other in the volume must be correlated, i.e. approximately hold the same patterns to avoid unpleasant discontinuity effects.

In threshold matrix-techniques the criterion C2 is by definition always met, but again, C1 can not be met for all tone values. In our method we will try to meet both criteria even if they, in some sense, are in contradiction with each other.

To compute a map that meets C1, we start with a binary pattern generated from a thresholded white noise image. The ones and zeros in the result from this operation are rearranged until the ones are maximally spread, thus we produce a map with blue noise properties. The rearrangement can, as mentioned in the introduction, be done in several ways. We have chosen to make the rearrangement according to the following:

### Optimization of the Halftoning Maps

The rearrangement process starts with the map, $M_1$, given by the threshold operation above. The following steps are iterated until no further change occur in the map which will give us a map with the desired properties.

- Convolve $M_1$ circularly with a Gaussian kernel, for instance:

$$g(x, y) = \begin{cases} 
  e^{-(x^2 + y^2)/\alpha} & \text{if } |x|,|y| \leq \beta \\
  0 & \text{otherwise}
\end{cases}$$

where $\alpha$ and $\beta$ is depending on the size of the map and the tint value to be computed. This operation produce a low frequency image of the map, $LP_1$.

- Overlay $LP_1$ with the map itself (i.e. pixel wise multiplication), and find the maximum value from the result. Its position corresponds to a badly placed ‘one’ (a halftoning dot) in the map. Remove this dot which gives us $M_1^*$. 

- Make a locally deconvolution of $LP_1$ around this position, i.e. subtract the kernel from $LP_1$ at this position, giving $LP_1^\ast$.

- Overlay $LP_1^\ast$ with $(1 - M_1^*)$ and find the minimum value. Its position corresponds to a badly placed zero in the map. Replace that zero with a one which gives us a new map $M_2$. Finally locally convolve $LP_1^\ast$ with the kernel (i.e. add the kernel at this position) which gives us the low frequency image of $M_2$, $LP_2$.

- Iterate from the second step (now using the latest computed map) until no further change in the map occur, i.e. until a chosen dot is placed back at its original position.

In the operations above we move badly placed dots to a position as far away as possible from any other dot. The circular convolution gives us the desired wrap around effect which allows us to tile the maps to half-tone the entire image.

### Ensure Continuity

When halftoning slowly varying shades, we must make sure that the halftoned image gives an impression of continuity. To be able to do this we have to meet the second criterion, C2. We propose two methods for doing this.

In the first method (**Method 1**) we simply derive the maps from the same white noise image but with different threshold values. The threshold value is chosen to give a correct relationship between ones and zeros. This simple procedure actually will produce maps with similar patterns, at least for maps close to each other in the volume. The advantage with this method lies in the fact that all maps in the halftoning volume will be optimal, i.e. the dots in each map will be maximally dispersed. On the other hand, we do not have total control over the patterns produced which possibly could lead to an all too great difference in two adjacent maps.

In the second method (**Method 2**) we try to remedy this artifact by designing the maps at the dot level. Instead of optimizing all of the maps, as in the first method, certain maps, separated by a specific number of intermediate maps, are optimized. The optimization of these are done in the very same manner as above. The maps in between are given by interpolation which is done from the map with fewer dots, $M_a$, towards the next optimized map in the volume, $M_b$, according to the following.

Every dot in $M_b$ is matched with the closest dot in $M_a$ (Euclidean metric). The remaining, unmatched dots in $M_a$, are stored for later use. To compute the next map in the volume $M_{a+1}$, we let every dot in $M_a$ move closer to its matched dot in $M_b$. The length of the step to make is determined by dividing the distance between the two matched dots with the number of maps between $M_a$ and $M_b$. Finally, to get the required tint value, some of the previously stored dots are added to the map. The computation of the next maps is done in a similar manner but now by moving the dots in the latest computed map closer to the dots in $M_b$.

Since we move each dot individually we are ensured that maps close to each other in the volume holds a similar pattern, thus, the continuity criterion is met. Furthermore, the interpolation is always done between two optimized maps, if the distance between them is not too large, the maps in between should not be far from optimal. However, the interpolated maps are not perfectly optimized which could give the undesired graininess effect in some tints. To avoid this problem, thus producing better maps, we may be more careful when moving and adding the dots. For instance, we could let the size and the direction of each step vary within certain limits, allowing the dots to be positioned as far as possible from every other dot in each step. In the same manner, we may be more careful when choosing which dots to add and even to let these be moved a short distance a away from their given position, all this to produce maps where the dots are as dispersed as possible.
Figure 1. The original image is a 256-step gray-level wedge where every tint is 4 pixels wide. The wedge has been halftoning using: a) Conventional clustered dot halftoning, b) Optimized maps without correlation, c) Interpolation between optimized maps (Method 2, described in text) d) Optimized and correlated maps (Method 2, described in text) e) A commercial available Error Diffusion method.
Results

In the following examples we have felt obliged to omit results from threshold matrices-techniques. The results we have produced with this technique are poor and it would not be relevant to compare these results with the following examples. Instead we have chosen to compare our method to a conventional clustered dot method and to a commercially available error diffusion method. The halfoning volumes used in the following examples consists of 256 maps where each map has the size of $128 \times 128$ pixels. Please note that since the parameters of the reproduction process are unknown to us, none of the examples have been compensated for dot gain. Thus, when comparing the examples produced with clustered dot to the ones produced with dispersed dot, the latter will appear darker since the effect of the dot gain is greater in such techniques.

Figure 1 shows the results from halfoning a 256-step gray-level wedge with 5 different techniques. The first figure shows the result from a conventional clustered dot technique. In all of the next three figures b), c), and d) the wedge has been halfoned with the method discussed in this paper but with different policies when computing the maps. In the first of these figures, figure b), the computation is done without the necessary correlation between the maps. The result is a noisy image with unpleasant discontinuities. In the second figure, the maps are computed with the interpolation technique discussed above (Method 2) which results in a smoother shade without the undesired discontinuities. Finally, in the third figure, all of the maps are optimized and correlated according to the above (Method 1). This method provides a similar result as the second but gives an even better result at pixel level. For instance, it produces tints with even less graininess. From this point onwards, the examples referred to as produced with our method, have all been halfoned with Method 1. The last figure, figure e), shows the result from an error diffusion method.

The error diffusion method provides a smooth and pleasant result without discontinuities. Though scrutinizing the image, even if not that disturbing, the typical patterns for error diffusion methods are visible in the result and these become even more obvious when halfoning larger tints as shown in Figure 2. The typical patterns are easily detected in low tint values and in the 50% tint the method gives a poor result with disturbing regularities.

Since our method (Method 1) is based on maps that all are optimized, the result when halfoning larger tints will still be optimal. This is shown in Figure 3 where the same tints as in Figure 2 has been halfoned but now, as expected, the result is more pleasant and without any obvious artifacts.

Discussion

When the halfoning volume is computed, the halfoning process is done in a table look-up manner which gives a great speed to the process. Due to this simplicity the method is very suitable for hardware implementation. This means that apart from the resampling process, which we always have to make to get the desired output resoluition, we are able to produce the halfone dots at the same rate as we get the image information. Further, knowing the properties of the printer and the paper to use, we may compensate for the dot gain already when computing the maps, thus introducing the dot compensation directly into the halfoning process. The compensation may be done for each tint individually which implicate that each tint printed should correspond well to the original.

One drawback with this halfoning technique is that it requires more memory than a threshold matrix-based technique. For instance, if we were to halfone an image containing 256 tone values, our method would require 32 times as much memory as a conventional thresholding method using the same matrix size.

The results produced with the method discussed in this paper has encouraged us to consider halfoning colour images using this technique. There are, of course, additional problems when introducing colour, but we believe that these problems are far from invincible and that our method is well suited for colour as well.
Conclusion

With the frequency modulated halftoning technique presented in this paper, we have shown that it is possible to break the constraints of order dithering and let every tint be individually optimized without introducing unpleasant discontinuity effects. Further, the method produces tints without the graininess that threshold matrices usually exhibit and thus, produce halftoned images of improved quality. Since the halftoning procedure is done in a similar manner to ordered dithering, the technique can be used without any reduction in speed. The examples show the increase in image quality compared to conventional techniques and also indicates the potential of this method. Finally, the advantages and drawbacks of this new technique were discussed.
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