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Abstract identical to the target material and the performance over
other materials (cross-tests) with different spectral
Most present day color scanners, with red, green, and bludharacteristics is poorer. This is especially true of the non-
filters, are non-colorimetric. This means that their outputdinear calibration transformations that often give excellent
cannot be linearly transformed into CIE tristimulus valuescolor accuracy for a single input material but do not perform
for arbitrary input materials. On the other hand, bysignificantly better than linear transformations in cross-
restricting oneself to a single class of inputs such atestd. An example of this dependence is shown in Table 1
photographic, lithographic, or xerographic materials, veryfor a Neural Network based scanner calibration scheme. For
accurate scanner calibrations are possible. In this paper, wbtaining the data in this table, the scanner was calibrated
conjecture that such accurate calibrations can be achievedusing three 1T8.7 targétproduced by different means: 1) a
the input document is made with only "three colorants", i.e photographic target, 2) a lithographic target, and 3) a
has only three independent degrees of freedom. The validityerographic target. Each row of the table corresponds to a
of the above conjecture is tested experimentally using different target used in the calibration and each column
CMYK (four colorant) printer. Usually in CMYK printing, corresponds to a different target used for testing the
there are only three fundamental degrees of freedom. Evemlibration. The first column of each row lists the
though four colorants are used, the amounts of thesmorresponding calibration target and the first row of each
colorants are inter-related through the method used farolumn lists the corresponding test target. The numbers in
undercolor removal (UCR). The fourth degree of freedom ishe table are average CIELABE ,, color errors that are
re-introduced when the method of undercolor removal i®btained in scanner calibration when the calibration target
varied. To test the above conjecture concerning "degrees liéted in that row is used for training the Neural Network
freedom”, we evaluated the impact of different UCRand the calibration is tested on the test target listed in that
methods on scanner calibration accuracy. The paper alsolumn. Thus the diagonal entries represent self-tests and
proposes an analytic similarity measure for comparing colathe off diagonal entries represent cross-tests.

spectra from different media, which is shown to be in fair

agreement with the experimental results. Calibration Test Medium
) . . Medium Photographic | Lithographic Xerographig
Media Dependence of Scanner Calibration  [photographic | 0.95 414 383
) L . | Lithographic [ 4.32 0.78 1.90
Color scanner calibration is important for obtaining devit® e oqraphic | 3.97 1.82 111

independent color. The calibration transformation converts
the scanner RGB values into corresponding measured color
values, expressed as CIE XYZ tristimuli or derivatives
thereof. If the scanner spectral sensitivities can be linearly
transformed into the CIE XYZ color matching functions, the
same linear transformation converts scanner measureme
to CIE XYZ trisitmuli and can therefore be used for
calibratiort”. Sensitivities of actual scanners deviate
significantly from this ideal "colorimetric” requirement and y.o\sformation schemes for a single medium perform well
the.fefofe’ an emp'”ca' app.roaclh IS more common In SCanNgh .5 ;se these media are color reproductions with only three
calibration. Typically, a calibration target with several coIordegrees of freedom in the input, corresponding to the three
patches is scanned and a transformation is determined tg@hbtractive) primaries used in tr;e reproduction.

(approximately) converts the scanner RGB values int0 " rpis conjecture is experimentally tested using a four
corresponding color values for each patch (which arE

Table 1: Self and Cross Test Calibration Errors for a
typical scanner.

Note that in Table 1, the off-diagonal entries are

significantly larger than the diagonal entries, indicating that
scanner calibrations produce significantly larger errors

across media than in a single medium.

In this paper, we hypothesize that the non-linear

measured independently with a spectrophotometer; olorant (CMYK) printer. Typically, even though CMYK

lorimet S | calibration t ¢ r h b rinters have four colorants, the amounts of these colorants
colorimeter). Several calibration transformations have beefyo - yetermined from virtual amounts of CMY through
reported in literature including 3x3 linear matrices, higher-

; undercolor removal (UCR), thus vyielding only three
order polynomials, look-up tables, and Neural-Networkiyjenendent degrees of freedom. However, the fourth

based method$ o . egree of freedom is re-introduced if the UCR method is
The calibration transformation is applied to scanne llowed to vary. Therefore, the impact of different UCR

images to obtain device independent color representationgehods on scanner calibration accuracy can be used to
of these images. Usually, the calibration transformation i§qtimate the validity of the conjecture

most accurate for input images on a medium (e.g.,
photographic, lithographic, xerographic, inkjet, etc,)
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Impact of UCR on Scanner Calibration

For all experiments descrdd hee, a UMAX 24-bit (30bit

interna) color scannewas used. Calibration and test targets

usal were spectrally measured using a @yet
spectrophotometer and CIELAB valuesidg CIE D50
standard illumination wre computed from these
measurementsFor each calibration target chosethe
scanne was calibratedby scanning in the calibration target
ard training a Neural Netwok to map from scannered,
green, and Hue (RGB) signalsto CIELAB over
correspondig uniform pathes in the targetnlall casesthe
structure of tk Neural Network was kept simple to prevent
it from representing th noise in tle data.

A xerogaphic printer was used to asselss impactof
different UCR methods on scanner calibration accurbty
the first experimenttwo scanner calibration rgets were
generatd by samplingthe CMY cube on a 6x6x6 uniform
grid and printing tle resulting patches with twoifferent
UCR methods The first methal used 0% UCR, i.e., printed
with only the CMY coloants aml the secoml useda 100%
UCR that replaces the minimum of CMY witk and
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are compable. Thus the change ingtyCR methal could
result in errors compageble to those emunteed with
change irthe medium.

A further analysisof the data shows that as the amount
of blakk (K) colorant or tonerincreases the color
differences due to cross scanner calibratidncrease. The
results of such a ogparison ag shown inTable 3 where
the results of Table 2 are partitioned irdonumber of
different cases based on thmaunt of black (K) colorant
used It can be seen that for self calibration, theeage
errors remain arouhl AE*, with increasing amounts of
black colorant. But with the cross calibration, the average
errors increase with increagimmount & black cdorant.
From this we can deduce that as the UCR is changed the
amountof black changes thereby producing th&eatence
in calibration. From Table ,3Xomparingonly the avelge
errors poduced in the cross calibration, it canetseen that
with O digital counts of blackhe errois are of the same
magnitude as self calibration errprbut with higher
amounts of blak the cross calibration mors increase
significantly in relatiorto the self calibration errors.

subtracts the corresponding amountsrfréMY. The two
printed targets were then use train two independent

Neural Networks for scanner calibration. elmesulting

calibratin transformatio from the Neural Networks were

then appliad to the scaned datafrom both tagets to obtain

scanne (calibrated) CIELAB values. Thus for each Neurd

Train/Test K Amount

UCR 0 43 51 86 100

0/0 1.15 0.98 1.17 0.95 1.39

100/100 1.28 1.20 1.05 0.98 1.31

0/100 1.31 2.65 5.78 5.19 7.77
'100/0 1.52 2.47 4.22 4.08 7.33

Network, two sets of LUa values were obtaired: one
correspondig to the targetthat was used in training the
network (self-test) and the secondrresponihg to other

target (cross-test). The self/cross test scanner CIELAB

values were congoed agang the origind measurd values
(for the corresponding targetby computing CIELABAE,,
color differences. Téiresults of thessef and crosstess are
shown in Taka 2.

Avg. AE  /Max. AE
Calibration Target Test Target
0% UCR 100% UCR
0% UCR 1.18/348 3.7810.53
100% UCR 3.46/13.81 1.22/435

Table 2: Selaind Cross Calibration Errors for the 0 and
100 percent UCR Targets genet®y sampling CMY cube

Note that, just as in Table ihe cross-calibration errors
in Table 2 ae significantly large than the self-calibration

Table 3: Tke averageAE*ab errors for all the four tests
(self and cross calibration) for varng amaints of black
colorant
The experirent described above bamg with a samplingof
the device color space and consadethe twoextremes of
UCR (0 and 100 percén In order tohave amore realistic
estimate, the experiment was repeatdgth two changes.
Instead ofgenerating the calibration targets by sampling the
CMY cube, the standdriT8.7 scanne calibratin target
was usel and instead 6 the 100% UCR removal case we
used a UCR strategy similar to lithographic printing that
smoothly replaces CMY with Ksane gess close to neutral
axis. The IT8.7 target was printed using tivo different
UCR methods and the self amtbss tests werrepeated.
Onee again, the calibration errors for the self and cross tests
were determineth CIELAB AE,, units. These numbers are
tabulatedin Table 4. The errors follow the sameednd as
those in Table 2with the coss-testyielding mudh higher
errors tharthe self tests and the magnitsdé the numbers

errors. This suggests that if the scanner is color-calibrateate consistent with Table 2.

for scanning gnts froma given CMYK printer the scanmr

calibration depnds significantlyon the UCR method used

in the printer. Thus color-calibrated scanspahts coud
have largecolor errors if they useda different UCR strategy

from tha used in printing the calibration target. Also a

single calibration will not b&ery accurate for scanning the

Avg. AE _/Max. AE
Calibration Target Test Target
0% UCR Typical UCR
0% UCR 1.05/341 4.5109.13
Typical UCR 3.92/11.53 1.16/293

outputof a CMYK printer if the UCR strategy is allowed t
vary. If we compare tamagnitude 6the numbersn Table
2 with those in Tal@1, we can see that the cross-test errors
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Table 4: Selaind Cross Calibration Errors for the 0 and
typical UCR IT8.7 Targets
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Spectral Similarity Measure

Different input media equire dfferent calibration
transformations beose of thai differing spectral
characteristics. Hence, a quantitative measir"spectral
similarity" between differentnedia is usefufor assessing
the differences between diferent nedia types and its
potentid impact on scanner metaism. One such measure
tha has been proposed earlier is the correlaticaificeent
betwe@ specta of the caresponihg cdoranté. Here, we
extend this to a moreegeral measwrthat directly meages
the similarity of spectral data-sets, withoequiring that the
colorants be equal in nuraband d¢ similar type. The
mathematical developent of such a measais given in the
appendix. In this section, we considee thse of suoh a
measue in comparing different mediaand discuss its
limitations.

To test the usefulness of the spdcsimilarity measure,
the measure was computed for the targets useeriargting
Table 1. Tle resulting similarity measureare givea in
Table 5, inthe same formatsaTable 1. Note that these
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Conclusion

Since most present day scannars non-colorimetric, one
would interently expect them to producede cola erors.
Thatone doesnot get largecolor erors is due to the l&oof
"richness" of input, i.e.,common scannelinputs have
similar spectra characteristics. In the limiting case, when
input is itself a color eproduction with only three
indepenént degrees of freedom, extremg accurate
calibration is feasible. However, such a calibration
sensitie to variation in the spectratharacteristics of input
materials.

In this paper,we demonstrate that a significantriease
in scanner color-calibration error is possible i thput is
not constrained to dving only three degreesf freedom.
The experinant focussed a using a four colorant CMYK
printer for generatingthe scanneiinput axd varying the
method used foundercolor removalUCR). The results
indicate that if a scanner is calibratéal scanningprints
from aCMYK printer, a simple change in the UCR method
can lead to a substantial increas calibration errors.

is

spectrasimilarity measures are in good agreement with theSimilar results can probibbe anticipated for the scanning

avera@ errors listed in Table 1. The spectral similarity
measuresuggest that the lithogphic and xeographic test
targetsare mostsimilar and among #two, the xerogaphic
target is closer to the photographic thizwe lithographic.
The same conclusions can be drdvam Table 1.

Medium | Medium Il

Photograhic | Lithographic | Xerograhic
Photograhic | 1.0000 0.9750 0.980
Lithogrgphic | 0.9750 1.0000 0.9836
Xerograghic | 0.980 0.9836 1.0000

Table 5: Spectral Similarity measurep § corresponding to
Table 1.

Note that the spectral similaritpeasue consides the
similarity of the complete spectral characteristiand
therefoe only hints at potential problems. Faorstancefor
a completely colorimetric scanner, the errorsTable 1,
would all be rgligible with diagonal andfé-diagonalterms
having similar magnitude.Nonetheless, the spectral
similarity measure is useful in comg different materials
in the absence of any knowledge of the sesspectral
characteristics.

The similarity measue was also applied to the
evaluation of similarity of eflectan® specta from targets
using diffeent UCR methods. The dathom the first
experimenbf the last section wassed In order to observe
any impact on the similarityfespecta with the introduction
of black colorant the datafrom the 100% UCR targetwas

of output from hifi printers.

The pape also proposes a numical measurefor
evaluating the spectral similarity of difent media. The
similarity measure is shown to haverfagreemenwith the
cross-media calibratiorrmer for a typical (non-colorimetric)
scanner. Note that th@nclusions inthis pape& would not
apply to atruly colorimetric scanar, which would have no
depenéncy what-s-eve on theinput medium.

Appendix: A Spectral Similarity Measure

Let R" = [r, r’, ... r\] and R* = [r’, r’, ... r",] represent
data-sets of reflectance vectors (with the colsiminthese
matrices representig differert color spectra). Let the
SVD's of these matrices be giMay,

.
R'=U,Z,V," andR*=U,3,V, ,

wher U,, U,, V,, V,arematrices with orthonormal columns
ad 2, and 2, are sqare diagonal matrices with their
diagonal efries in decreasing ordeThen the columns of U
represent morthonorma basis set for the reflectarcim R*
with their relative energies in the diagonal elements Bf
and the cumns ¢ U, represent a orthonormalbasis set
for the reflectances irR* with ther relative energies in the
diagonal elements of, The columnsof U, are the
"principal canporents” of R' in decreasig orda of
significance and # columns & U, are the “"principal

partitioned into separate sets based on the amount of blackmporents” of R? in decreasingrder d significance.

(K), just as in Table 3. ®hsimilarity O between the
different spectratiatasets corresponding tcetthird row of

table 3, was then calculated. The resulting valueg afere

0.997, 0.9899, 0.%79, 09938 and 09814 While these
values are not in perfect correlation withos in table 3,
they are m rough agreement with those values and ol
similar trend.
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A similarity measure between the madmay be
defined by considering’how similar" tre first few principal
comporents are. Since the similarity of the medioes not
change drastically if their significaprincipal comporents
are re-odered the engy that is commo betwe@ spaces
spannd by the significant principal components is a
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reasonable measure of the similaritﬁifaml U denote
these significant principal components, thergyp common
Ui' Us| 2, where
F

to the sub-spaces spadnby them is

measure based on just eth"significant' principal
comporents is that the definition of wha constitutes
significant is arbitrary.A better alternative is to weiglte
energy acording to tle strengh of the principal
comporents and @® use all principal components.
Introducing this weighting, we g& measue of similarity

||Zl(1/2) (UlT U 2)22(1/2) ||F 2 _ ”(Ulzl(l/z) )T (U 222(1/2) )”F 2

Normalizing this appropriately, a measuretloé similarity
for spectral data sets caa dbtained as

p= ||(Ulzl(1/2))T (Uzzz(llz))”Fz/”21(1/2)22(1/2) ||F2

It can be shwn that thesbove measure is bounded between
0 ard 1 with 1 indicating that th data-sets are closedf
that they ae very different (otthogonalj.

. denotes the Frobenius norm. The limitation of such a
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