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ABSTRACT

In literature of face recognition many methods have been proposed which extract features at multiple scales for robust classification. In this paper, we proposed a novel method which utilizes Local Polynomial Approximation (LPA) techniques to capture the directional information of the face image at different scales. LPA based filters are used to obtain directional faces from the normalized face images at multiple scales. Since face image is spatially varied and classification works better when local descriptors are used, we incorporate Local Binary Pattern (LBP) operator to obtain LPA-LBP maps. Blockwise processing is done on LPA-LBP maps to capture the local regional relation among the pixels. Then, finally, Support Vector Machine (SVM) classifier is learned in LPA-LBP feature space for face classification. The final descriptor contains information extracted from different levels and, thus, results in high classification accuracy of the faces. Experiments done on Yale and ORL datasets demonstrate that the proposed method has higher classification accuracy than previously proposed methods.
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1. INTRODUCTION

Face classification has been widely studied in recent years. Its practical application in security and video-surveillance has promoted the studies in this direction. Given a set of training images and their corresponding classes, the face classification algorithm should be able to classify the test image into a specific class. An important issue in this process is to find an efficient method for face representation robust to illumination variation and pose changes. Methods based on holistic approach such as PCA and LDA have been studied widely but lately local descriptors have gained attention due to their robustness to illumination and pose changes. In this paper we propose a face representation method based on Local Polynomial Approximation (LPA) and Local Binary Pattern (LBP).

Principal Component Analysis (PCA) based method1 projects an image into a space where the individual components are ranked according to their variance. Thus, a face is represented as a linear combination of most expressive faces. The shortcoming of this is that it is highly sensitive to illumination and pose changes. To overcome the illumination effect Fisherface2 based recognition was proposed. This method utilizes the class based information of labeled face images to obtain a feature space which is robust to illumination changes. Although this method works better than PCA based methods on most occasions, it was shown2 that the efficiency of Fisherface based method reduces significantly as the number of training samples are reduced. Because of the limitations of holistic representations, methods based on local descriptors gained wider interest. LBP operator4 being a powerful tool for texture analysis found application to face classification also. For this purpose, the LBP operator is applied by segmenting an image into a fixed number of blocks so that a descriptor has local region based information. Because of its computational simplicity and robustness to illumination changes, LBP has been widely combined with many other methods. Another type of local descriptors widely used in face classification is a Gabor based descriptor. Gabor Filters are bandpass filters which are tuned to find the changes in the texture in an image. These filters enhance the edge contours, thus when applied to face images they result in enhancing eye, mouth, nose which are suppose to be the main regions of a face. Gabor feature were combined with LBP operator to extract the texture information at multiple scales from a face image to finally obtain LGBP(HS)5 (Local Gabor Binary Pattern Histogram Sequence). But in this method each image corresponding to a specific orientation and scale was treated independently from the images of other scales and orientations during the computation of the final descriptor due to which the relation between different scales and orientation was not well captured. This problem was overcome by Lei’s method6 which uses the volume based LBP between neighboring images to completely capture the relation between different scales and orientations. Gabor based methods are however unable to capture the
directional information of the face. Heat kernel based face representation was proposed for classification purpose by Li and Hu\(^7\). Heat kernels were used at different time scales to capture intrinsic structural information of the face appearance. This method involves graph computation for face image and then performing matrix operation on it to get the final feature vector. For the image of size \(m \times n\) the graph is of dimension \((m \times n) \times (m \times n)\) and performing operation on matrix of this size adds a computational complexity to it.

In this paper, we propose a novel method for face recognition. The outline of the method is as follows. The method is based on obtaining the approximations of face image using LPA filters for specific number of directions and scales. Filtering the face image with these filters, we can extract directional information of the face image at different scales. After extracting the directional information, LBP operator is applied on these set of images to obtain LPA-LBP map which completely capture the texture information from them. The LPA-LBP map is a holistic representation of the face.

In order to have a local descriptor, LPA-LBP maps are divided into blocks and histogram is evaluated for each block. Then all the histograms are concatenated to form the final descriptor LPA-LBP Histogram Sequence (LPA-LBP-HS). Finally, an SVM classifier is learned in the LPA-LBP-HS space for the purpose of face classification.

2. FACE REPRESENTATION BASED ON LPA-LBP-HS

The face representation based on LPA-LBP-HS consists of following steps: 1) the LPA filters are computed for a fixed number of scales and the number of directions is set to 4 to keep the computational complexity low; 2) the normalized face images are filtered using these LPA filters; 3) LBP operator is applied on the filtered images to obtain LPA-LBP maps; 4) the LPA-LBP maps are divided into non-overlapping square blocks and histogram is computed for each block separately; 5) the histograms of the blocks of all the LPA-LBP maps are concatenated to form the final LPA-LBP-HS feature vector. All of these steps are discussed in details below.

2.1 LPA Kernels

A large amount of information in a face image is aligned in some specific directions. For example, face features like eyebrows (which are considered to be most important in face recognition), eyes and lips are aligned in horizontal direction, while face features such as eyeballs, nose and face contour are aligned in vertical direction. The idea here is to use directional filters from which we can extract this directional information of the face at different scales. Local Polynomial Approximation technique is utilized for generating these directional filters\(^8\).

LPA is a powerful tool in signal and image processing. It has been utilized in a number of applications related to image processing such as denoising\(^9\), image reconstruction\(^10\), phase unwrapping\(^11\), color filter array interpolation\(^12\) etc. LPA is applied for linear filter design using a polynomial fit in a sliding window. It is based on nonparametric estimation of the signal. The signal can be represented as a linear combination of polynomials centered on the observation coordinates using the Taylor series expansion. Thus, the signal is represented as

\[
y(x, X_s) = C_0 - C_1 (x - X_s) + C_2 (x - X_s)^2 / 2, \tag{1}
\]

where \(X_s\) are coordinates of observations and constants \(C_0, C_1\) and \(C_2\) are unknown. Comparing the above equation with the Taylor series expansion of the signal, we get the estimates of the signal and its derivatives. For higher order derivatives we can use a higher order polynomial in (1). To formalize a local fit, a weighted least square criterion given below is used

\[
J(x, \mathcal{C}) = \sum_s w(x - X_s) e_s^2 \tag{2}
\]

\[
e_s = z_s - y(x, X_s) \tag{3}
\]

In the above equation \(e_s\) indicates the error between the actual and the estimated value. Thus, we estimate the error over the neighborhood of the observation coordinates using a window function \(w(x)\) centered on the point of observation. Our aim is to minimize the squared error given in (2). Thus, we put the following constraint for obtaining the estimate of the signal and its derivatives

\[
\hat{\mathcal{C}}(x) = \arg \min_{\mathcal{C}} J(x, \mathcal{C}) \tag{4}
\]
It can be observed from (4) that the coefficients $C$ depend on $x$, thus the coefficients are different for different locations of $x$. The sliding window makes the coefficients varying on $x$. The estimates as well the derivative of the estimates can be given in the form of kernel operator

$$
\hat{y}_n(x) = \sum g_n(x, X_s) z_s
$$

(5)

$$
g_n(x, X_s) = w_n(x - X_s)\phi_n^T(x - X_s)\psi_n^{-1}\phi(0)
$$

(6)

$$
\psi_n = \sum w_n(x - X_s)\phi_n(x - X_s)\phi_n^T(x - X_s)
$$

(7)

Here $\phi$ is a vector of polynomial for LPA and the length of the vector is equal to the order of polynomial plus one. The kernels obtained from this method can be used to generate the estimates of the signal and its derivatives. We use the derivative estimate for generating the directional face. For a particular scale, if we have the kernel for one direction, then the kernels for other three directions can be obtained just by rotating it.

Figure 1 shows the directional faces generated by applying LPA filters on the face image. Each row corresponds to a particular direction. It can be observed that in the first and third row of filtered images vertical features of the face are quite prominent because these were obtained by applying vertical filters. Similarly, the images in second and fourth row which were obtained by applying horizontal filters, have highlighted horizontal features of the face. Thus, using LPA filters for four different directions and different numbers of scales, we extract the complete directional information from the face image.

![Figure 1. Face image is filtered using LPA directional filters with four directions and four scales.](image)

### 2.2 LPA-LBP maps

Local Binary Pattern is a powerful tool for texture analysis of an image. In order to further extract the information from the LPA filtered images LBP is utilized. Many variants of LBP are proposed but we use the original LBP operator which labels the pixel of an image by thresholding the $3 \times 3$ neighborhood of each pixel $f_p$ ($p=0, 1, \ldots, 7$) with the central value $f_c$ and considering the number as a binary value

$$
S(f_p - f_c) = \begin{cases} 
1, & f_p \geq f_c \\
0, & f_p < f_c 
\end{cases}
$$

(8)

After thresholding the neighboring pixels with respect to the central pixel for each central pixel, the LBP pattern is obtained as

$$
LBP = \sum_{p=0}^{7} S(f_p - f_c)2^p
$$

(9)
LBP can be seen as the first order derivative of the image pixel in different directions. Number of directions can be considered as eight since the difference is taken between a pixel and its eight neighbors and the final descriptor which is obtained takes all these values into consideration after thresholding them. It is able to extract the information from the images very efficiently both in terms of speed and discrimination performance and has been used for face classification purpose. Thus we also use LBP to extract complete information from the directional faces. LBP map is obtained for all the filtered directional images and hereafter they are called LPA-LBP maps.

Figure 2. The figure shows how the directional faces are further processed. First, on each directional face we apply the LBP operator in order to obtain the LPA-LBP map. Then, LPA-LBP map is divided into blocks of size 5x5. Histogram is obtained for each block of the directional face. Finally, all the histograms are concatenated to form a histogram sequence for a single directional face.

Figure 3. Concatenated histogram sequence is obtained for all the directional faces by the procedure shown in Figure 2. To form the final feature vector LPA-LBP-HS, we concatenate the histogram sequence of all directional faces.

2.3 LPA-LBP-HS

LPA-LBP maps give the holistic representation of the face. In order to achieve an efficient classification face should be represented as a localized feature vector where separate regions of face are encoded separately. Therefore we divide the LPA-LBP maps into non-overlapping blocks of fixed size and then compute the histogram of each block. Block size used for partitioning LPA-LBP map is also an important parameter and it should be properly set according to the size of the image. If the block size is too big then the blocks will not capture local information from the various directional features of the face image. The horizontal directional features such as eyes will get mixed up with vertical directional features such as nose. If the block size is too small then the relation between neighboring pixels will not captured and it will almost be equivalent to extraction of information from the pixel level which has been already done by using LBP. It is also important to remember that computational complexity increases considerably as the block size is reduced. The choice of a block size with respect to the size image is further discussed in the results section.

Thus, after fixing the block size, a histogram is computed for each non-overlapping block for each LPA-LBP map. Histograms of all the blocks of a single LPA-LBP map are then concatenated to obtain a feature vector for a single LPA-
LBP map representing a specific direction and scale. Finally, the histograms obtained from different LPA-LBP maps are concatenated to form the final feature vector. The histogram for a gray level image can be defined as
\[
h_i = \sum_{x,y} I(f(x,y) = i), i = 1,2, \ldots L - 1,
\]
where the range of gray level is given as [0,L-1], \(i\) is the \(i^{th}\) gray level, \(h_i\) is the number of pixels with gray level \(i\) and
\[
I(A) = \begin{cases} 
1, & A \text{ is true} \\
0, & A \text{ is false} 
\end{cases}
\]
If we assume that each filtered image is divided into \(m\) regions and the histogram for a \(k^{th}\) block is represented as \(h_k\), then the feature vector for a specific scale \(s\) and direction \(d\) is given as
\[
H_{s,d} = \{h_1, h_2, \ldots, h_m\}
\]
Figure 2 shows how for a single directional face we obtain feature vector \(H_{s,d}\). The final feature vector LPA-LBP-Histogram Sequence (LPA-LBP-HS) is obtained by concatenating the feature vectors \(H_{s,d}\) for all scales \(s = 1,2,3,4\) and for all directions \(d = 1,2,3,4\) as shown in Figure 3.
\[
LPA - LBP - HS = \{H_{1,1}, \ldots, H_{1,4}, H_{2,1}, \ldots, H_{4,4}\}
\]
For example, if four directions and four scales are chosen, then sixteen LPA-LBP maps will be obtained. If each LPA-LBP maps is divided into 64 blocks, then the total number of blocks is 1024 for all 16 LPA-LBP maps. The histograms for all these 1024 blocks for a single face image are concatenated to form the final feature vector. The final feature vector which is used for face representation encodes the face information at three different levels. First, the global directional information extracted by the directional filters at multiple scales, secondly, the texture based information at the pixel level is extracted by the LBP operator, and finally, the regional information of the face is extracted by dividing the LPA-LBP maps into blocks of fixed size. This information encoding at multiple level helps in robust face representation of face image for classification purpose.
Face classification is performed using a Support Vector Machine (SVM) classifier. A multiclass SVM classifier with linear kernels is trained in LPA-LBP-HS space by using the LIBSVM tool. SVM classifier stores certain number of support vectors which lie near the margin and use these vectors for a prediction.

3. EXPERIMENTS

To check the performance of the LPA-LBP-HS in face classification, a several tests were performed on Yale and ORL datasets. Yale dataset consists of 165 images of 15 individual. There are 11 images of each individual, one per different facial expression or configuration: center-light, with glasses, happy, left-light, without glasses, normal, right-light, sad, sleepy, surprised, and wink. The Yale database images have a fixed pose but different light illumination condition and expression. ORL dataset consist of images from 40 different individuals with 10 images of each person. The images were normalized and cropped. All the face images were resized into images of 35x35 pixels for properly characterizing the directional information. Datasets were randomly partitioned into training dataset and testing datasets. SVM classifier with a linear kernel was trained using the training data. The process was repeated 50 times and the average accuracy of a classification was calculated. A number of factors were varied while testing which is discussed in details below. Initially the parameters of the LPA filters are set by doing tests on the Yale dataset. Then, using the parameter value obtained from these tests, the final tests are performed on both Yale and ORL dataset.

3.1 Number of Scales

The scale represents the size of the window which is also the size of the kernel used to filter the face image. The size of window is an important parameter for the local approximation. If it is too large, it prescribes equal weights to all residual and nonparametric estimate coincides with the parametric estimate. If the window is of minimal size then estimation is same as the point of observation. The number of scales of LPA filters varies from 2 to 5. As more scales are used, more directional information from the face images are extracted. But if the number of scales is too large then after a certain point the increase in the dimensionality due to a scale leads to a large number of features which further reduces the
accuracy. The results for a classification on Yale database for the different scales are shown in Figure 4. The average accuracies for the scales were found out to be (93.15, 93.57, 94.60 and 93.27). It can be observed that the accuracy increases till a particular point after which it starts decreasing.

![Figure 4 Accuracy changes as the number of scales increases. Accuracy increases till a critical scale number after which it starts decreasing.](image)

3.2 Window Type
The window type for LPA filter can be chosen as uniform or Gaussian. Number of scales was set to 4 and both the window types were tested. The average accuracy with uniform window was 94.60 while with a Gaussian the average accuracy was 93.27.

3.3 Using Estimate and Derivative Together
A combination of an LPA estimate kernels along with the higher order LPA kernels which are differential filters can be used together to get the final feature vector. The higher order kernel used is the first derivative of the estimate. The average accuracy of the combination of these kernels was 92.24. Thus, a classification is more efficient when only the first derivative of the kernel estimates is used.

3.4 Block size
Block size is an important parameter as the performance of the classifier critically depends on it. The size of the block depends on the size of face image which is being processed. If block size is too small it will not be able to capture the relation between the surrounding pixels and if it is too big then it will no longer be able to capture the local information from the image. Thus, we varied the block size and observed how the accuracy changes with it. This experiment was done for images of different sizes. The size of images was varied from 35x35 to 55x55 with a step size of 5 pixels. It was observed across the images of different sizes that the best accuracy was achieved for the block size is approximately 1/8th of the size of the face image. Thus in our further experiments we have fixed the image size to 40x40 and the block size is chosen as 5x5.

3.5 Yale Dataset
The performance of LPA-LBP-HS based methods was compared with Eigenface, Fisherface, LGBPHS and LBP. For Yale and ORL database LPA-LBP-HS based methods outperforms these methods. The results for Yale dataset are shown below. The images were resized to 40x40 size for all the tests and SVM linear function classifier was used for all. The average accuracy for the Yale database for these methods is shown in Figure 5. For the results shown in Figure 5,
Next the experiments were done by reducing the number of training samples for each class. The training samples were reduced from 7 to 2 and the results are shown in Figure 5. Better performance of LPA-LBP based method becomes prominent especially when the number of training samples is less. Conclusions that can be drawn from these observations are as follows:

1. The proposed method when compared with the Gabor filters based face classification method gives much better result. In our method we are extracting directional information using LPA directional filters while Gabor method captures spatial localization, orientation characteristic based information. Thus, features based on directional information are more discriminative for the purpose of face classification.

2. The proposed method gives better results even when the number of training samples are considerably small. So even with a few training images critical features for a face are captured. Methods such as Fisherface perform well when the number of training images are high, but their performance reduces considerably with low number of training samples.

3. Comparing the dimensionality and computational complexity of Gabor and LPA based method we can observe that Gabor based method extracts features from 5 scales and 8 orientations while in LPA we use 4 directions.
and 4 scales. Thus, in Gabor based method 40 images are obtained while in our case number of directional faces is 16. Extracting features from 40 images can pose computational problems and also problem related to dimensionality. Down-sampling is generally applied in Gabor based methods to reduce dimensionality but it also results in a loss of some important features.

3.6 ORL dataset

Similar tests were done on ORL dataset. The dataset consist of 10 images of 40 individuals. For our test, the number of training images were set as 8 for each class and the rest of images were used for testing. The result of the proposed method is compared with those of Eigenface, Fisherface, LBP and LGBP methods and demonstrated in Figure 6. Thus, it can be seen that the face representation method based on LPA-LBP achieves better classification accuracy than other methods for both Yale and ORL dataset of images. Note, that even when the number of training samples are reduced, proposed method achieves better results than existing methods.

4. DISCUSSION

This paper proposes a novel method for face representation through which we achieve better accuracy in face classification than other state-of-the-art methods. We have utilized LPA filter to extract directional information at multiple global scales. LBP and blockwise processing is done to capture the local and pixel level relations. Capturing information at different levels from a face image, we get a robust feature vector which is invariant to illumination and pose changes. Experiments done on Yale and ORL dataset of face images show that the proposed method outperforms existing methods such as Eigenface, Fisherface and LBP.
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